CHAPTER 3

Section 3-1
3-1. The range of X is {0,1,2,...,1 000}
3-2 The range of X is {0,12, e ,50}
3-3. The range of X is {0,12,...,99999}
3-4 The range of X is {0,1,2,3,4,5}
3-5. The range of X is {1,2,...,49 1} . Because 490 parts are conforming, a nonconforming part must be
selected in 491 selections.
3-6 The range of X is {O,ZLZ, e ,100} . Although the range actually obtained from lots typically might not
exceed 10%.
3-7. The range of X is conveniently modeled as all nonnegative integers. That is, the range of X is
{012,...}
3-8 The range of X is conveniently modeled as all nonnegative integers. That is, the range of X is
{012..}
3-9. The range of X is {0,1,2,...,1 5}
3-10 The possible totals for two orders are 1/8 + 1/8 = 1/4, 1/8 + 1/4=3/8, 1/8 + 3/8 =1/2, 1/4 + 1/4 = 1/2,
1/4+3/8=15/8,3/8 + 3/8 = 6/8.
Therefore the range of X is l,g,l,i,g
48288
3-11 The range of X is {0,1,2, eee ,1 0000}
3-12 The range of X is {0,1,2,...,5000}
Section 3-2
3-13.
f, (0)=P(X =0)=1/6+1/6=1/3
f, (1.5)=P(X =1.5)=1/3
f, (2)=1/6
f,(3)=1/6
3-14 a) P(X=1.5)=1/3
b) P(0.5< X <2.7)=P(X=1.5) + P(X=2)=1/6 + 1/3=1/2
¢)PX>3)=0
dP(0<X<2)=PX=0)+P(X=1.5)=1/3+1/3=2/3
e) P(X=0 or X=2)=1/3+1/6 =1/2
3-15. All probabilities are greater than or equal to zero and sum to one.
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3-16

3-17.

3-18

3-19.

3-20

3-21.

3-22

3-23

3-24

3-25.

Q) P(X <2)=1/8+2/8 +2/8 +2/8+ 1/8=1

b) P(X >-2)=2/8+2/8+2/8+ 1/8=7/8

Q) P(-1<X<1)=2/8+2/8+2/8=6/8=3/4
d)P(X <-10r X=2)=1/8+2/8 +1/8 = 4/8 =1/2

All probabilities are greater than or equal to zero and sum to one.
a) P(X< 1)=P(X=1)=0.5714

b) P(X>1)= 1-P(X=1)=1-0.5714=0.4286

¢) P2<X<6)=P(X=3)=0.1429

d) P(X<1 or X>1)=P(X=1)+ P(X=2)+P(X=3)=1

Probabilities are nonnegative and sum to one.
a) P(X=4)=9/25

b) P(X < 1)=1/25+3/25 =4/25

c) P2 <X <4)=5/25+7/25=12/25
d)PX>-10)=1

Probabilities are nonnegative and sum to one.
a) P(X =2) = 3/4(1/4)* = 3/64

b) P(X < 2) = 3/4[1+1/4+(1/4)*] = 63/64

) PX>2)=1-P(X<2)=1/64
dPX=21)=1-PX<0)=1-3/4)=1/4

P(X =10 million) = 0.3, P(X = 5 million) = 0.6, P(X = 1 million) = 0.1
P(X =50 million) = 0.5, P(X = 25 million) = 0.3, P(X = 10 million) = 0.2

P(X=0)=0.02>=8x10°
P(X = 1) = 3[0.98(0.02)(0.02)]=0.0012
P(X =2) = 3[0.98(0.98)(0.02)]=0.0576
P(X =3)=0.98>=0.9412

X = number of wafers that pass
P(X=0) = (0.2)> = 0.008
P(X=1) = 3(0.2)*(0.8) = 0.096
P(X=2) = 3(0.2)(0.8)* = 0.384
P(X=3) = (0.8)*=0.512

P(X =15 million) = 0.6, P(X = 5 million) = 0.3, P(X =-0.5 million) = 0.1

X = number of components that meet specifications
P(X=0) = (0.05)(0.02) = 0.001
P(X=1) = (0.05)(0.98) + (0.95)(0.02) = 0.068
P(X=2) = (0.95)(0.98) = 0.931

X = number of components that meet specifications
P(X=0) = (0.05)(0.02)(0.01) = 0.00001
P(X=1) = (0.95)(0.02)(0.01) + (0.05)(0.98)(0.01)+(0.05)(0.02)(0.99) =0.00167
P(X=2) = (0.95)(0.98)(0.01) + (0.95)(0.02)(0.99) + (0.05)(0.98)(0.99) = 0.07663
P(X=3) = (0.95)(0.98)(0.99) = 0.92169



Section 3-3

3-26

3-27.

3-28

3-29.

0, x<0
1/3 0<x<1.5
F(X)=<2/3 1.5<X<2} where
5/6 2<x<3
1 3<X
0, X< =2
1/8 —-2<x<-1
3/8 —-1<x<0
F(X)Z where
5/8 0<x<l1
7/8 1<x<2
1 2<X

a) P(X < 1.25)="7/8
b)P(X<2.2)=1
O)P(-1.1<X<1)=7/8—-1/8=23/4
dP(X>0)=1-P(X<0)=1-58=3/8

0, X<0
1/25 0<x<l1
4/25 1<x<?2
F(X)= where
9/25 2<x<3
16/25 3<x<4
1 4<X

a) P(X < 1.5) = 4/25
b) P(X < 3) = 16/25
) P(X>2)=1-P(X<2)=1-9/25=16/25

f, (0)=P(X =0)=1/6+1/6=1/3
f, (1.5)=P(X =1.5)=1/3

f, (2)=1/6

f,(3)=1/6

f, (-2)=1/8
f (-)=2/8
f, (0)=2/8
f . ()=2/8
f (2)=1/8

f, (0)=1/25
f (1)=3/25
f, (2)=5/25
f, (3)=7/25
f, (4)=9/25

d)P(1 <X <2)=P(X<2)-P(X<1)=9/25-4/25=5/25=1/5

0, x<1

0.1, 1<x<5
F(X) =

0.7, 5<x<10

1, 10 < X

where P(X =10 million) = 0.3, P(X =5 million) = 0.6, P(X = 1 million) = 0.1
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3-30

3-32

3-33.

3-34

3-35.

0, x<10
0.2, 10<x<25
0.5, 25<x<50
1, 50<x

where P(X = 50 million) = 0.5, P(X =25 million) = 0.3, P(X = 10 million) = 0.2

0, x<0 .
0.008, 0<x<1 f(0)=0.2° =0.008,
F(X)=10.104, 1<x<2} where f(1)=23(0.2)(0.2)(0.8) = 0.096,
0.488, 2<x<3 f(2) =3(0.2)(0.8)(0.8) = 0.384,
1, 3<x f(3)=(0.8)’ =0.512,
0, X< —=0.5
F (0 = 0., —05<x<5
04, 5<x<I5
1, 15<x

where P(X = 15 million) = 0.6, P(X = 5 million) = 0.3, P(X = -0.5 million) = 0.1

The sum of the probabilities is 1 and all probabilities are greater than or equal to zero;
pmf: f(1)=0.5,f(3)=0.5
a)P(X<3)=1
b) P(X<2)=0.5
¢)P(1 <X <2)=P(X=1)=0.5
d) P(X>2)=1-P(X<2)=0.5

The sum of the probabilities is 1 and all probabilities are greater than or equal to zero;
pmf: f(1)=0.7, f(4)=0.2, f(7)=0.1

a)P(X<4)=0.9

b)PX>7)=0

¢)P(X<5)=0.9

d) P(X>4)=0.1

e) P(X<2)=0.7

The sum of the probabilities is 1 and all probabilities are greater than or equal to zero;
pmf: f(-10) =0.25, f(30) = 0.5, f(50) = 0.25

a) P(X<50) = 1

b) P(X<40)=0.75

¢) P(40 < X £60) = P(X=50)=0.25

d) P(X<0)=0.25

e) P(0<X<10)=0

f) P(-10<X<10) = 0



3-36

The sum of the probabilities is 1 and all probabilities are greater than or equal to zero;
pmf: f1/8)=0.2, f(1/4) = 0.7, f(3/8) = 0.1

a) P(X<1/18) =0

b) P(X<1/4)=0.9

c) P(X<5/16)=0.9

d) P(X>1/4)=0.1

e) P(X<1/2) =1

Section 3-4

3-37

3-38

3-39

3-40

3-41.

Mean and Variance

u=E(X)=0f0)+1f(1)+2f(2)+3f(3)+4f(4)
= 0(0.2) +1(0.2) + 2(0.2) +3(0.2) + 4(0.2) = 2
V(X)=0>f(0)+ 17 f(1)+2° f(2)+3> F(3) +4> f (4) - °
= 0(0.2) +1(0.2) + 4(0.2) + 9(0.2) +16(0.2) = 2* = 2
Mean and Variance
4=E(X)=0f(0)+1.5f(1.5)+2f(2)+3f(3)
= 0(1/3)+1.5(1/3) +2(1/6) + 3(1/6) = 1.333
V(X)=0>f(0)+1.5° f(1)+2° f(2)+3*F(3)— u°
= 0(1/3) +2.25(1/3) + 4(1/6) + 9(1/6) —1.333> =1.139
Determine E(X) and V(X) for random variable in exercise 3-15
u=E(X)==2f(=2)-1f(=1)+0f(0)+1f(1)+2f(2)
= -2(1/8)—1(2/8)+0(2/8) +1(2/8) +2(1/8) = 0
V(X)=-22f(=2)=1> f(=1)+ 0> f(0) +1* f (1) + 2% f(2) - &°
= 4(1/8)+1(2/8)+0(2/8) +1(2/8) +4(1/8) - 0> =1.5
Determine E(X) and V(X) for random variable in exercise 3-15
u=EX)=0f0)+1f(1)+2f(2)+3f(3)+4f(4)
= 0(0.04) +1(0.12) + 2(0.2) + 3(0.28) + 4(0.36) = 2.8
V(X)=0>f(0)+ 17 f(1)+2° F(2)+3> F(3) +4> f (4) - i°
= 0(0.04) +1(0.12) + 4(0.2) + 9(0.28) +16(0.36) — 2.8 = 1.36

Mean and variance for exercise 3-19

u=EX)=10f10)+5f(5)+1f()
=10(0.3) + 5(0.6) +1(0.1)
= 6.1 million
V(X)=10°f10)+5* f(S)+1> f(1)— u*
=10%(0.3)+5°(0.6) +1%(0.1) - 6.1°

= 7.89 million”
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3-42 Mean and variance for exercise 3-20

1= E(X) =50f(50)+25f(25)+10f (10)
= 50(0.5) +25(0.3) +10(0.2)
= 34.5 million
V(X)=50% f(50)+25% f(25)+10* f (10)—,u2
=502(0.5)+252(0.3) +10%(0.2) — 34.52
=267.25 million”

3-43, Mean and variance for random variable in exercise 3-22

u=EX)=0f(0)+1f(1)+2f(2)+3f(3)
= 0(0.008) +1(0.096) + 2(0.384) + 3(0.512) = 2.4

V(X)=0f(0)+1° f()+2>f(2)+3° f(3)—u*
=07(0.008) +1(0.096) + 4(0.384) + 9(0.512) —2.4* = 0.48
3-44 Mean and variance for exercise 3-23
u=EX)=15f(15)+5f(5)-0.5f(5)
=15(0.6) +5(0.3) - 0.5(0.1)
=10.45 million

V(X)=15"f(15)+5% f(5) +(=0.5)* f (-0.5) — p*
=15%(0.6) +5°(0.3) + (—0.5)*(0.1) —10.45>
= 33.32 million”

3-45. Determine x where range is [0,1,2,3,x] and mean is 6.

u=EX)=6=0f0)+1f(1)+2f(2)+3f(3)+xf(x)
6 =0(0.2)+1(0.2) + 2(0.2) + 3(0.2) + x(0.2)
6=12+0.2x

4.8=0.2X
X =24

Section 3-5
3-46 E(X) = (0+100)/2 = 50, V(X) = [(100-0+1)*-1]/12 = 850

3-47. E(X)=(3+1)2=2, V(X) = [(3-1+1)* -1]/12 = 0.667
3-48 E(X):l(1j+l(lj+g(lj:l,
8\3) 4\3) 8\3) 4
2 2 2 2
voo- (G D oo
8)\3 4) 3 8)\3 4
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3-49.

3-50

3-52

3-53

3-54

X=(1/100)Y, Y =15, 16, 17, 18, 19.

1 (15+19
E(X) = (1/100) E(Y) = =0.17
(X)=( ) E(Y) 100( ) j mm
2 _ 2_
V(X) = —— || 92=1ED =11 0002 m
100 12

o {)-()]

in 100 codes the expected number of letters is 300

voo= @[5+ (5 )+ 6r(3)-0r -2

3
in 100 codes the variance is 6666.67

X=590+0.1Y,Y=0,1,2,...,9

E(X) = 590+ 0. 1(0;9j 590.45 mm,

wxpm.n{%

The range of Y is 0, 5, 10, ..., 45, E(X) =(0+9)/2=4.5
E(Y) = 0(1/10)+5(1/10)+...+45(1/10)
5[0(0.1) +1(0.1)+ ... +9(0.1)]
SE(X)
5(4.5)
=225
V(X) = 8.25, V(Y) = 5%(8.25) = 206.25, oy = 14.36

E(cX) = Zcxf (X) = cz xf (X) = cE(X),

} =0.0825 mm’

V(cX) = Z(cx cu)’ f(x)—c Z(x 1) T(x)=cV(X)

X is a discrete random variable. X is discrete because it is the number of fields out of 28 that has an error.

However, X is not uniform because P(X=0) # P(X=1).
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Section 3-6

3-55. A binomial distribution is based on independent trials with two outcomes and a constant probability of
success on each trial.

a) reasonable

b) independence assumption not reasonable

c¢) The probability that the second component fails depends on the failure time of the first component. The
binomial distribution is not reasonable.

d) not independent trials with constant probability

e) probability of a correct answer not constant.

f) reasonable

g) probability of finding a defect not constant.

h) if the fills are independent with a constant probability of an underfill, then the binomial distribution for
the number packages underfilled is reasonable.

i) because of the bursts, each trial (that consists of sending a bit) is not independent

j) not independent trials with constant probability

3-56

0.25 —

0.20 —

0.15—

f(x)

0.10—

0.05 —

o.oa—nl‘ ‘||
T T T

0 5 10

X

a) E(X)=np =10(0.5) =5

b.) Values X=0 and X=10 are the least likely, the extreme values

10 . .
5. WP(X =5)=| [0.57(05)" =02461

_ 10 0 10 10 1 9 10 2 8
nP(X <2)= 0 0.5°0.5" + | 0.5'0.5° + 5 0.5%0.5
=0.5" +10(0.5)" +45(0.5)"" = 0.0547

P(X >9)= 10 9 (10 10 0 _
o P(X29)=| 10.57(05)' +|  105"(0.5)" =0.0107

10 3 7 10 4 6
YPBEX<5=| 0505+ 0505

=120(0.5)"" +210(0.5)"" =0.3223
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3-58

Binomal (10, 0.01)

0.9 4 M
0.8 —
0.7 —
0.6 —
0.5 —
0.4 —

prob of x

0.3 —
0.2 —
0.1 —

O:O— L |:| _________

a) E(X ) =Nnp= 10(001) = 0.1 The value of X that appears to be most likely is 0. 1.
b) The value of X that appears to be least likely is 10.

Lo [(10) . y
29, aP(X=35)=| .01 (0.99) =2.40x10

10 10 10
b)P(X <2)= [ 0 jo.01°(0.99)10 +[ | j0.011(0.99)° + [ ) jo.012(o.99)8
=0.9999

10 10
C)P(X 29) = ( o Jo.019(0.99)1 + (10J0.011°(0.99)° =9.91x10™"*
10 3 7 10 4 6 -4
dPB< X <35) = ; 0.01°(0.99)" + A 0.014(0.99)° =1.138x10

3-60 n=3 and p=0.5

3

(1) -1

0 X<0 2 28
1Y 1 3
0.125 0<x<1 f)=3=|=| ==
F(x)=< 0.5 1<Xx<2} where 2 22 8
0.875 2<x<3 f(2):3(lj %jz%

1 3<X
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3-61. n=3 and p=0.25

-2 -2

0 X<0 4 , 64
04219 0<x<l f(l)zg(lj(éj _27
F(X)=<0.8438 1< X<2{ where A: 243 64
0.9844 2<x<3 fo=3L][3]=2
1 1< x 4)\ 4 64

- 1Y 1
f@)=|=| =—
) (4) 64
3-62 Let X denote the number of defective circuits. Then, X has a binomial distribution with n =40 and

p=001. Then, X = 0) = (°)0.01°0.99* = 0.6690
1000 | 000
363 aP(X =1)= | ool (0.999)*° =0.3681
1000 1 999
b)P(X 21)=1-P(X =0)=1- | 0.001'(0.999)”” =0.6319

1000 1000
)P(X <2) =( . j0.001°(0.999)1°°° +( 1 jo.0011(0.999)9"9 + (1 )0.00120.999*

=0.9198
d)E(X) =1000(0.001) = 1
V (X) = 1000(0.001)(0.999) = 0.999

3-64 Let X denote the number of times the line is occupied. Then, X has a binomial distribution with
n=10andp=04

(10) 3

a) P(X=3)=|  04°06) = 0215
b)P(X 21)=1-P(X =0)=1-(1*)0.4°0.6" =0.994
) E(X)=10(0.4) = 4

3-65. a)n=50,p=5/50=0.1, since E(X) =5 =np.

pP(X <2) = (500]0.10(0.9)50 + (510]0.1'(0.9)“9 + (520]0.12(0.9)48 =0.112

50 50
oP(X >49) = [49}0.1“9(0.9)1 + (50]0.150(0.9)0 =4.51x107*
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3-66  E(X)=20(0.01)=0.2
V(X) =20 (0.01) (0.99) = 0.198

Ly +30x =02+34/0198 =153

a) ) X is binomial with n =20 and p =0.01
P(X >1.53)= P(X >2)=1-P(X <1)

=1-{(2°)0.01°0.99% + (2 0.01'0.99" | = 0.0169
b) X is binomial with n =20 and p = 0.04
P(X >1)=1-P(X <1)
=1-{(2)0.04°.96™ + (**)0.04'0.96" | = 0.1897

¢) Let Y denote the number of times X exceeds 1 in the next five samples. Then, Y is binomial with n=5
and p = 0.190 from part b.

P(Y 21)=1-P(Y =0)=1-(3)0.190°0.810° | = 0.651

The probability is 0.651 that at least one sample from the next five will contain more than one
defective.

3-67. Let X denote the passengers with tickets that do not show up for the flight. Then, X is binomial

withn=125and p=0.1.
a)P(X >5)=1-P(X <4)

(125j0.1°(0.9)”5 + (125}0'11 (0.9)* + (125]0.12(0.9)”3
0 1 2
+ (1?]0. 1°(0.9)* + (lisjo. 14(0.9)"

=0.9961
b)P(X >5)=1-P(X <5)=0.9886

3-68 Let X denote the number of defective components among those stocked.

a). P(X =0)=(1").02°0.98"" =0.133
b) P(X <2)=(12)0.02°0.98" + (1 )0.02'0.98"" + (1 0.0220.98' = 0.666

). P(X <5)=0.981



3-69.

3-70

Let X denote the number of questions answered correctly. Then, X is binomial with n =25
and p = 0.25.

2 20 2 21 25 22 3
a)P(X >20)= (Zojozs (0.75) + ( Jozs (0.75)" + (22J0.25 (0.75)

25 25
+( jo 25%(0.75) {MJO 25%(0.75) (25j0.2525(0.75)° =9.677x10™"

25

| jo 25'(0.75) [ Jo 25%(0.75)

25 Y NE: i
+ 7 0.25°(0.75)” 0.25(0.75)" = 0.2137

b)P(X <5) = (2 Jo 25°(0.75)* (

3 4

Let X denote the number of mornings the light is green.

a) P(X=1=(1)0.2'0.8 =0.410
b) P(X =4)=(*).20.8" =0.218

c) P(X>4)=1-P(X <4)=1-0.630=0.370

Section 3-7

3-71.

3-72

a) P(X =1)=(1-0.5)"0.5=0.5

b) P(X =4)=(1-0.5)°0.5=0.5* =0.0625

¢) P(X =8)=(1-0.5)"0.5=0.5* =0.0039

) P(X<2)=P(X =)+P(X =2)=(1-0.5"0.5+(1-0.5)'0.5
=0.5+0.5 =0.75

e)P(X >2)=1-P(X <2)=1-0.75=0.25

E(X)=2.5=1/p givingp=0.4

a) P(X =1)=(1-04)"04=04

b) P(X =4)=(1-0.4)°0.4 = 0.0864

¢) P(X =5)=(1-0.5"0.5=0.05184

dHP(X <3)=P(X =1)+P(X =2)+P(X =3)
=(1-04)°04+(1-0.4)'04+(1-0.4)°0.4=0.7840

e)P(X >3)=1-P(X <3)=1-0.7840=0.2160
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3-73.

3-74

3-75.

3-76

3-77

3-78

Let X denote the number of trials to obtain the first successful alignment. Then X is a geometric random
variable with p = 0.8

) P(X =4)=(1-0.8)°0.8 = 0.2°0.8 = 0.0064

) P(X <4)=P(X =1)+ P(X =2)+ P(X =3)+ P(X =4)
=(1-0.8)°0.8+(1-0.8)' 0.8+ (1-0.8)>0.8 + (1-0.8)°0.8
=0.8+0.2(0.8) +0.22(0.8) + 0.2°0.8 = 0.9984

o P(X >4)=1-P(X <3)=1-[P(X =1)+ P(X =2)+ P(X =3)]
=1-[(1-0.8)°0.8+(1—0.8) 0.8+ (1—0.8)0.8]
=1-[0.8+0.2(0.8) + 0.22(0.8)] = 1 — 0.992 = 0.008

Let X denote the number of people who carry the gene. Then X is a negative binomial random variable with
r=2and p=0.1

a P(X24)=1-P(X <4)=1-[P(X =2)+P(X =3)]

1 0 2 2 1 2
=1=||, [A=0D° 0.1 +| TA-0.'0.1% | =1-(0.01+0.018) = 0.972
» E(X)=r/p=2/0.1=20

Let X denote the number of calls needed to obtain a connection. Then, X is a geometric random variable
with p=0.02

a) P(X =10) = (1-0.02)°0.02 = 0.98°0.02 = 0.0167
b P(X >5)=1-P(X <4)=1-[P(X = 1)+ P(X =2)+ P(X =3)+P(X =4)]
= 1-[0.02 +0.98(0.02) + 0.98 (0.02) + 0.98° (0.02)]

=1-0.0776=0.9224
¢) E(X) = 1/0.02 = 50

Let X denote the number of mornings needed to obtain a green light. Then X is a geometric random
variable with p = 0.20.

a) P(X = 4) = (1-0.2)°0.2= 0.1024

b) By independence, (0.8)' = 0.1074. (Also, P(X > 10) = 0.1074)

p=0.005,r=8
a) P(X =8)=0.005* =3.91x107"

b). M= E(X) zﬁ:200 days

¢) Mean number of days until all 8 computers fail. Now we use p=3.91x10™"’
1 18
u=EN)=——=2.56X10" days or7.01 x10" years
3.91x107"

Let Y denote the number of samples needed to exceed 1 in Exercise 3-66. Then Y has a geometric
distribution with p = 0.0169.
a) P(Y = 10) = (1 — 0.0169)°(0.0169) = 0.0145
b) Y is a geometric random variable with p = 0.1897 from Exercise 3-66.
P(Y =10) = (1 - 0.1897)°(0.1897) = 0.0286
¢) E(Y)=1/0.1897 =5.27

3-13



3-79. Let X denote the number of trials to obtain the first success.
a)EX)=1/02=5
b) Because of the lack of memory property, the expected value is still 5.
L . . _ x—1 X—=F T
3-80 Negative binomial random variable: f(x; p, 1) = 1 a-p)p.
r —

When r = 1, this reduces to f(x; p, r) = (1-p)*'p, which is the pdf of a geometric random variable.
Also, E(X) = t/p and V(X) = [r(1-p)]/p* reduce to E(X) = 1/p and V(X) = (1-p)/p?, respectively.

3-81.  a)B(X)=4/0.2=20

19 16 4
b) P(X=20) = 3 (0.80)°0.2" =0.0436
18 15 4
¢) P(X=19) = 3 (0.80)°0.2" =0.0459

d) P(X=21) =

20 17 4
, [(080)70.2" = 0.0411

¢) The most likely value for X should be near pyx. By trying several cases, the most likely value is x = 19.

3-82 Let X denote the number of attempts needed to obtain a calibration that conforms to specifications. Then, X
is geometric with p = 0.6.
P(X < 3) = P(X=1) + P(X=2) + P(X=3) = 0.6 + 0.4(0.6) + 0.4%(0.6) = 0.936.

3-83. Let X denote the number of fills needed to detect three underweight packages. Then X is a negative
binomial random variable with p = 0.001 and r = 3.
a) E(X) =3/0.001 = 3000
b) V(X) = [3(0.999)/0.001%] = 2997000. Therefore, ox = 1731.18

3-84 Let X denote the number of transactions until all computers have failed. Then, X is negative binomial
random variable with p=10% and r = 3.
a) E(X)=3x 10°
b) V(X) = [3(1-10%0]/(10"%) =3.0x 10'°
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3-85 Let X denote a geometric random variable with parameter p. Let q = 1-p.
o0

E(X) =Y x(1- p)*"

V(X) = i(x—ip)z(l— 0 p=3(px* —2x+ 11— p)*°

X=
— pzxz x-1 2iqu—l+%iqx—l

x=1 x=1
—pr2 -2l

= przq* -k

= pa[q+2q +3q° +...]—#

= pdiq[q(1+2q+3q2 +...)]—#

=P (l_‘;)z]—#=2pq(l—q)‘3+p(l N’ -
_pa-p+p-1]_a-p_a

p’ p’ p’

Section 3-8

3-86 X has a hypergeometric distribution N=100, n=4, K=20

S () 20082160)
a)P(X =1) = [T = 3921225 = 0.4191

4
b.) P(X =6) =0, the sample size is only 4

20 | 80
oo == A0 135

4

K 20
dE(X)=np=n—=4 0.8
YE(X)=np N (100)

—n_ 9 _
1 j = 4(0.2)(0.8)[99) 0.6206

V(X)=np(i - p)m



3-87.

3-88

4 Y16
4x16x15%x14)/6
) P(X:I):(l L)_ « )16 _ 44623
(2)  (20x19x18x17)/24
(4 16) 1
by P(X = 4) =420 — =0.00021
(2)  (20x19x18x17)/24

"P(X £2)= P(X = 0)+ P(X =)+ P(X =2)

(), ) ()
@) )

(16><15><14><13 _4x16x15x14 6><16><15]
24 ‘ 6 s B
20x19x18x17 =0.9866
24

d) E(X) = 4(4/20) = 0.8
V(X) = 4(0.2)(0.8)(16/19) = 0.539

N=10, n=3 and K=4

05 — —

04 —

03 —|
00 — L1

P(X)
\
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3-89.

0, X<0
1/6, 0<x<l1
F(x)=<2/3, 1<x<2 where

29/30, 2<x<3

L
9 B
f(2)= m= 0.3, £(3) = [:J(gj = 0.0333

10 10
3 3
3-90 Let X denote the number of unacceptable washers in the sample of 10.

2y pox —oy- ki)l _ 65x64x63x62x61 oo
(75) 75! T5%x74x73x72%x71

10 10!65!

b) P(X>1)=1-P(X =0)=0.5214

5y 70 5170!
6 PX 1) (: )7(59 )_ i 5x65x64x63x62x10 _ o -
(5) = 75x74x73x72x71
d) E(X)=10(5/75)=2/3
3-91. Let X denote the number of men who carry the marker on the male chromosome for an increased risk for high
blood pressure. N=800, K=240 n=10
a)n=10
240 | 560 240! 560!
P(X — 1) — (1 81)9 ): (1!239!85)'9!551!) — 01201
(10 ) 1017901
b) n=10
P(X >1)=1-P(X <1)=1-[P(X =0)+P(X =1)]
240 | 560 240! 560!
P(X — O) — (0 85)10 ): (0!240!8501‘0!550!) — 00276
(10 ) 1017901

P(X >1)=1-P(X <1) =1-[0.0276+0.1201] = 0.8523
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3-92 . Let X denote the number of cards in the sample that are defective.
a)
P(X >1)=1-P(X =0)

(20 Xlzo) 120!
P(X =0) =" 14020 = 2(1)28,0! =0.0356
(zo ) 2011201
P(X >1)=1-0.0356 = 0.9644

b)
P(X >1)=1-P(X =0)

(G)Nos) e 135120
_ __ \O0OA20 J__ 20m15" __ . .
PO (o)~ “1isnao P!

20 20!120!

P(X >1)=1-0.4571=0.5429

3-93. Let X denote the number of blades in the sample that are dull.
a)
P(X >1)=1-P(X =0)

10 § 38 38! 142
P(X =0)= (L) _ s 3w =0.2931

() s 4833

5 51431
P(X >1)=1-P(X =0)=0.7069
b) Let Y denote the number of days needed to replace the assembly.

P(Y =3)= 0.2931%(0.7069) = 0.0607

2 | 46 46! 142!
¢) On the first day, P(X :0): (0 is ):ﬂ:ﬁ:08005
i ) 48141

5 543!

(6N2) 2 aom3 0.4968

(#) o 4g37

5 51431
On the third day, P(X = 0) = 0.2931 from part a. Therefore,
P(Y = 3) =0.8005(0.4968)(1-0.2931) = 0.2811.

On the second day, P(X =0) =

3-94 Let X denote the count of the numbers in the state's sample that match those in the player's
sample. Then, X has a hypergeometric distribution with N =40, n =6, and K = 6.

2 P(X =6) = (L) ( 30! )_l ~2.61x107

(*)  Lena
b) P(X =5) = (22(0?4)= 03 _ 5 31x10°
) @)

()3)
o P(X =4)= 74“_027 = 0.00219
6
d) Let Y denote the number of weeks needed to match all six numbers. Then, Y has a geometric distribution with p =

——  and E(Y)=1/p= 3,838,380 weeks. This is more than 738 centuries!
3,838,380
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3-95. a) For Exercise 3-86, the finite population correction is 96/99.
For Exercise 3-87, the finite population correction is 16/19.
Because the finite population correction for Exercise 3-86 is closer to one, the binomial approximation to
the distribution of X should be better in Exercise 3-86.

b) Assuming X has a binomial distribution withn =4 and p =0.2,

P(X =1)=(})0.2'0.8> = 0.4096
P(X =4)=(4).2'0.8° =0.0016

The results from the binomial approximation are close to the probabilities obtained in Exercise
3-86.

c¢) Assume X has a binomial distribution with n =4 and p = 0.2. Consequently, P(X = 1) and
P(X = 4) are the same as computed in part b. of this exercise. This binomial approximation is
not as close to the true answer as the results obtained in part b. of this exercise.

3-96 a.) From Exercise 3-92, X is approximately binomial with n =20 and p = 20/140 = 1/7.
P(X 21)=1-P(X = 0)= (2 )J)"(£) = 1-0.0458 = 0.9542

finite population correction is 120/139=0.8633
b) From Exercise 3-92, X is approximately binomial with n =20 and p = 5/140 =1/28

P(X21)=1-P(X =0)= (X&) (Z)° =1-0.4832 = 0.5168
finite population correction is 120/139=0.8633

Section 3-9

-4 40

3-97.  a) P(X=0)=>— ¢ =00183

0!
b) P(X<2)=P(X=0)+P(X =1)+P(X =2)

—4 6441 674 42

=e + +
1! 21
= 02381
o4a4
©) P(X=4) == —=01954
e—4.8
d) P(X=8) == =00298

398 a) P(X=0)=¢"*=06703
e 04(04) . e 04(04)?

b) P(X<2)=e %4+ =0.9921
1! 2!
04 4
) P(X=4)= ﬂ =0.000715
-04 8
d) P(X=8) :%: 109 x107
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3-99.

3-100

3-101.

3-102

3-103.

P(X=0)= e =005. Therefore, A = —In(0.05) = 2.996.
Consequently, E(X) = V(X) = 2.996.

a) Let X denote the number of calls in one hour. Then, X is a Poisson random variable with A = 10.

-10105
P(X=5)=" 5'10 =00378 .
-10 -1072 -10703
b) P(X<3)=e 1048 1'10 +< 2'10 107 ho103
¢) Let Y denote the number of calls in two hours. Then, Y is a Poisson random variable with
2015
e 20

A =20. P(Y=15) =15 - 0.0516
d) Let W denote the number of calls in 30 minutes. Then W is a Poisson random variable with
e
5!

A =5 P(W=5)= =01755

a) Let X denote the number of flaws in one square meter of cloth. Then, X is a Poisson random variable

e—O.I(O. 1)2
|

with 2 =0.1. P(X =2) = =0.0045

b) Let Y denote the number of flaws in 10 square meters of cloth. Then, Y is a Poisson random variable

el
with 2 =1. P(Y =1) = =e"' =0.3679

c) Let W denote the number of flaws in 20 square meters of cloth. Then, W is a Poisson random variable
with’, =2. POW = 0) = e~ = 0.1353
d) P(Y 22)=1-P(Y <1)=1-P(Y =0)—P(Y =1)
=1-e"'—e”!
=0.2642

a) E(X) = A =0.2 errors per test area
e %%0.2 N e *%(0.2)*
1! 2!

b)P(X <2)=e" + =0.9989

99.89% of test areas

a) Let X denote the number of cracks in 5 miles of highway. Then, X is a Poisson random variable with
=10 P(X =0)=e"" =4.54x107

b) Let Y denote the number of cracks in a half mile of highway. Then, Y is a Poisson random variable with
»=1.PY21)=1-P(Y =0)=1-¢"' =0.6321

¢) The assumptions of a Poisson process require that the probability of a count is constant for all intervals.
If the probability of a count depends on traffic load and the load varies, then the assumptions of a Poisson

process are not valid. Separate Poisson random variables might be appropriate for the heavy and light

load sections of the highway.
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3-104 a) E( X ) = A =0.01 failures per 100 samples. Let Y= the number of failures per day
E(Y) = E(SX) = 5E(X) =54 =0.05 failures per day.
b.)Let W= the number of failures in 500 participants, now A=0.05 and PON = 0) = 870'05 =0.9512

3-105. a) Let X denote the number of flaws in 10 square feet of plastic panel. Then, X is a Poisson random
variable with 2 =0.5. P(X =0) = e’ =0.6065

b) Let Y denote the number of cars with no flaws,
10
P(Y =10) = (IOJ(O.6O65)1° (0.3935)° = 0.0067

c) Let W denote the number of cars with surface flaws. Because the number of flaws has a
Poisson distribution, the occurrences of surface flaws in cars are independent events with
constant probability. From part a., the probability a car contains surface flaws is 1-0.6065 =
0.3935. Consequently, W is binomial with n =10 and p = 0.3935.

PW =0)= (1§j(0.3935)°(0.6065)1° =0.0067

PW=1)= (IIOJ(O.3935)1(0.6065)9 =0.0437

P(W <1)=0.0067 +0.00437 = 0.00504

3-106 a) Let X denote the failures in 8 hours. Then, X has a Poisson distribution with A = 0.16.
P(X =0)=¢"""=0.8521
b) Let Y denote the number of failure in 24 hours. Then, Y has a Poisson distribution with

% =048. P(Y 2 1) =1-P(Y =0)=1—e* = 0.3812

Supplemental Exercises

3-107.  Let X denote the number of totes in the sample that do not conform to purity requirements. Then, X has a
hypergeometric distribution with N=15,n=3, and K =2.

ﬁ(ﬂ
112!
P(X > 1) =1=P(X = 0) = 1- A3 )y 131200y

15 105!
3

3-108 Let X denote the number of calls that are answered in 30 seconds or less. Then, X is a binomial random
variable with p = 0.75.

10
a)P(X=9) = ( 0 j(0.75)9(0.25)l =0.1877
b) P(X > 16) = P(X=16) +P(X=17) + P(X=18) + P(X=19) + P(X=20)

_(?° 0.75)'°(0.25)* 20 0.75)"7(0.25)* 20 0.75)"(0.25)?
—16(- ) (0. )+17(- ) (0. )+18(- ) (0.25)

20%0.75)%025)" +[ 2075 (0.25)" = 0.4148
g [079)7(0:25) =+ 1](0.75)7(0.25)" =0.

¢) E(X) = 20(0.75) = 15
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3-109.

3-110

3-111.

3-112

3-113.

3-114

3-115

3-116

3-117.

Let Y denote the number of calls needed to obtain an answer in less than 30 seconds.
a) P(Y =4)=(1-0.75)’0.75=0.25°0.75=0.0117
b) E(Y)=1/p=1/0.75=4/3

Let W denote the number of calls needed to obtain two answers in less than 30 seconds. Then, W has a
negative binomial distribution with p = 0.75.

a) P(W=6) = @(0.25)4(0.75)2 =0.0110
b) E(W) = 1/p = 2/0.75 = 8/3

55
€ S 0.1755

a) Let X denote the number of messages sent in one hour. P( X = 5)=
b) Let Y denote the number of messages sent in 1.5 hours. Then, Y is a Poisson random variable with

=75 10
=75 P(Y =10) = & — 0.0858

¢) Let W denote the number of messages sent in one-half hour. Then, W is a Poisson random variable with

% =25 PON <2) = P(W = 0)+ P(W =1) = 0.2873

X is a negative binomial with r=4 and p=0.0001

E(X)=r/p=4/0.0001= 40000 requests

X ~ Poisson(A =0.01), X ~ Poisson(A = 1)

-1 1 -1 2 -1 3
P(Y <3)=e +° 1('1) 48 2('1) L& ;1) —0.9810

Let X denote the number of individuals that recover in one week. Assume the individuals are independent.
Then, X is a binomial random variable withn=20andp=0.1. P(X>4)=1-P(X<3)=1-0.8670 =
0.1330.

a)P(X=1)=0, P(X=2)=0.0025, P(X=3)=0.01, P(X=4)=0.03, P(X=5)=0.065
P(X=6)=0.13, P(X=7)=0.18, P(X=8)=0.2225, P(X=9)=0.2, P(X=10)=0.16

b.) P(X=1)=0.0025, P(X=1.5)=0.01, P(X=2)=0.03, P(X=2.5)=0.065, P(X=3)=0.13
P(X=3.5)=0.18, P(X=4)=0.2225, P(X=4.5)=0.2, P(X=5)=0.16

Let X denote the number of assemblies needed to obtain 5 defectives. Then, X is a negative binomial
random variable with p = 0.01 and r=5.

a) E(X) =r/p =500.

b) V(X) =(5* 0.99/0.01% = 49500 and oy = 222.49

If n assemblies are checked, then let X denote the number of defective assemblies. If P(X > 1) > 0.95, then
P(X=0) < 0.05. Now,

n
P(X=0) = (0](0.01)0 (0.99)n =99" and 0.99" <0.05. Therefore,

n(In(0.99)) < In(0.05)
n> 009 1507
In(0.95)

This would require n = 299.

3-22



3-118

3-119.

3-120

3-121.

3-122

3-123.

3-124

Require f(1) + f(2) + f(3) + £f(4) = 1. Therefore, c(1+2+3+4) = 1. Therefore, ¢ = 0.1.

Let X denote the number of products that fail during the warranty period. Assume the units are
independent. Then, X is a binomial random variable with n = 500 and p = 0.02.

SOO 0 500
a) P(X =0)= 0 (0.02)"(0.98)™ =4.1x10?°

b) E(X) = 500(0.02) = 10

) P(X>2) =1 — P(X < 2) = 0.9995
f. (0)=(0.1)(0.7) +(0.3)(0.3) = 0.16
f, (1) = (0.1)(0.7) + (0.4)(0.3) = 0.19
f, (2)=(0.2)(0.7)+(0.2)(0.3) = 0.20
f, (3)=(0.4)(0.7) +(0.1)(0.3) = 0.31
f. (4)=(0.2)(0.7) +(0)(0.3) = 0.14

a) P(X<3)=02+04=0.6

b) P(X>2.5)=04+03+0.1=0.8

) PR.7<X<5.1)=04+03=07

d) E(X) =2(0.2) + 3(0.4) + 5(0.3) + 8(0.1) = 3.9
) V(X) = 2%0.2) + 3%(0.4) + 5%(0.3) + 8%(0.1) — (3.9)* = 3.09

X 2 57 65 85
fix) 02 03 03 02

Let X denote the number of bolts in the sample from supplier 1 and let Y denote the number of bolts in the
sample from supplier 2. Then, x is a hypergeometric random variable with N = 100, n = 4, and K = 30.
Also, Y is a hypergeometric random variable with N = 100, n =4, and K = 70.

a) P(X=4 or Y=4) = P(X = 4) + P(Y = 4)

LLIGLY
e
CLHEL)..,
"

Let X denote the number of errors in a sector. Then, X is a Poisson random variable with A = (0.32768.

a) P(X>1) =1 - P(X<1) = 1 — 032768 _ 032768 32768) = 0.0433

b) Let Y denote the number of sectors until an error is found. Then, Y is a geometric random variable and
P=P(X21)=1-PX=0)=1-e"?"%=02794
E(Y)=1/p=3.58

b) P[(X=3 and Y=1) or (Y=3 and X = 1)]= =
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3-125.  Let X denote the number of orders placed in a week in a city of 800,000 people. Then X is a Poisson
random variable with A = 0.25(8) = 2.
A P(X23)=1-P(X<2)=1-[e?+e*2) +(c22%)2!]=1-0.6767 = 0.3233.
b) Let Y denote the number of orders in 2 weeks. Then, Y is a Poisson random variable with A = 4, and
P(Y>2) =1-P(Y <2) =e™* + (4" 11+ (¢*4%)/2! =1 - [0.01832+0.07326+0.1465] = 0.7619.

3-126  a.) hypergeometric random variable with N = 500, n =5, and K = 125

125)(375
0 N5 )_60164E10 _

f. (0)= = =0.2357
500 2.5524E11
5
(125)(375}
1 4
(1) = :125(&10855E8):(13971
500 2.5525E11
5
(125}[375}
2\ 3
£ (2= :7750(8718875):(12647
500 2.5524E11
5
(125}[375)
302
fL(3)= _ 317750(70125):0.0873
500 2.5524E11
5
(125}[375}
4 1
£ ()= :9691375(375):001424
500 2.5524E11
5
[125}(375]
500
f. (5)= _ 2:3453E8 =0.00092
500 2.5524E11
5
b.)
X 0 1 2 3 4 5 6 7 8 9

f(x) 0.0546 0.1866 0.2837 0.2528 0.1463 0.0574 0.0155 0.0028 0.0003 0.0000

3-24
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3-127.

3-128

3-129.

Let X denote the number of totes in the sample that exceed the moisture content. Then X is a binomial
random variable with n = 30. We are to determine p.

30
IfP(X > 1) = 0.9, then P(X = 0) = 0.1. Then ( 0 j( P)’(1—p)* = 0.1, giving 30In(1-p)=In(0.1),
which results in p = 0.0739.

Let t denote an interval of time in hours and let X denote the number of messages that arrive in time t.
Then, X is a Poisson random variable with A = 10t.
Then, P(X=0) = 0.9 and ¢ = 0.9, resulting in t = 0.0105 hours = 0.63 seconds

a) Let X denote the number of flaws in 50 panels. Then, X is a Poisson random variable with
L =35000.02)=1. P(X=0)=¢"'=0.3679.

b) Let Y denote the number of flaws in one panel, then
P(Y21)=1-P(Y=0)=1-¢""=0.0198. Let W denote the number of panels that need to be
inspected before a flaw is found. Then W is a geometric random variable with p = 0.0198 and
E(W)=1/0.0198 =50.51 panels.

) PY>21)=1-P(Y =0)=1-e7"" =0.0198
Let V denote the number of panels with 1 or more flaws. Then V is a binomial random
variable with n=50 and p=0.0198

PV <2)= (SOJO 0198°(.9802)% + (50)0 0198'(0.9802)*
<2)=|" 0. . o .

50 2 48
+| 7, [0.0198°(0.9802)* = 0.9234

Mind Expanding Exercises

3-130.

Let X follow a hypergeometric distribution with parameters K, n, and N.

To solve this problem, we can find the general expectation:
n n_. i n—i
E(XY = YiP(x =i) = Y i 2
i=0 i=0 N
n

Using the relationships
(K K-1 N N -1
() e G

i i—1 n n-1

we can substitute into E(X®):
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E(X") = znjikp(x =i)

" )

n

K-1)} N-K
nk b U7 An=1-j
- pk-ta 1 AT - 1
N J_Z:JO(J +1) N1
n-1
nK k-1
=—E[(Z +1
N [(Z+D)"]
Now, Z is also a hypergeometric random variable with parametersn— 1, N— 1, and K — 1.
To find the mean of X, E(X), setk = 1:
nK 1-1 nK
EX)==—E[(Z +1 =—
(X) N [( )] N

If we let p = K/N, then E(X) =np. In order to find the variance of X using the formula V(X) =
E(X?) — [E(X)}?, the E(X?) must be found. Substituting k = 2 into E(X*) we get

E(XZ):%E[(Z +1)°] :%E(Z +1)

_nK _ K| (n-I)(K-1)
= N[E(Z)+E(l)] N[ = +1}

2
Therefore, V(X) = ﬁ[w+ 1} _[%j _ m{w+ | _ﬁ}
N[ N-1 N) N[ N-I N

. N—-n
If we let p = K/N, the variance reduces to V(X) = N_1 np(1- p)

3-131. Show that } (1- plp=1 using an infinite sum.
i=1

To begin, Z(l - p)” p =pZ(l - p)” , by definition of an infinite sum this can be rewritten
i=1 i=1
as

2 1 p
1—- =T -
piZ:I‘,( p) TS

- o
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3-132

E(X)=[(a+(@+1)+..+b]J(b—a+1)
ESHR <F b(b+1) (a-1Da
|22 _[ 2 2 }
a (b—a+1)" (b—a+1)
(b’ -a’+b+a) (b+a)b-a+1)
_ 2 _ 2
- (b-a+1)~ (b—a+1)
_(b+a)
2
Sli-wsf | X -rayisCrahorar
V(X):i:a _ i=a i=a
b+a-1 b+a-1
b(b+1)6(2b+1)_(a—l)a6(2a—1)_(b+a)[b(b+l);(a—l)a}+(b—a+2(b+a)2
- b-a+1
_(b-a+1)’-1
B 12

3-133  Let X denote the number of nonconforming products in the sample. Then, X is approximately binomial with
p =0.01 and n is to be determined.

1t P(X >1)>0.90, then P(X = 0)<0.10.

Now, P(X=0)= (3 )p°(1 - p)“ =(1- p)” . Consequently, (1-p)" <0.10, and
In0.10

ns ———

hS =229.11. Therefore, n =230 is required
In(1-p)

3-134  If the lot size is small, 10% of the lot might be insufficient to detect nonconforming product. For example, if
the lot size is 10, then a sample of size one has a probability of only 0.2 of detecting a nonconforming
product in a lot that is 20% nonconforming.

If the lot size is large, 10% of the lot might be a larger sample size than is practical or necessary. For
example, if the lot size is 5000, then a sample of 500 is required. Furthermore, the binomial

approximation to the hypergeometric distribution can be used to show the following. If 5% of the lot of size
5000 is nonconforming, then the probability of zero nonconforming product in the sample is approximately

7x10712, Using a sample of 100, the same probability is still only 0.0059. The sample of size 500 might
be much larger than is needed.
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3-135  Let X denote the number of panels with flaws. Then, X is a binomial random variable with n =100 and p is

the probability of one or more flaws in a panel. That is, p = 1- 670'1 =0.095.

P(X<5=P(X<4)=P(X=0)+P(X=D)+P(X =2)+P(X =3)+P(X =4)
_ (Boo)po(l_ p)IOO +(}00)p1(1_ p)99 +(1200)p2(1_ p)98

+ (;OO)DS(I . p)97 + (Loo)p4(1 . p)%

=0.034

3-136 Let X denote the number of rolls produced.

Revenue at each demand

0.05(x-1000)

0 1000 2000 3000

0 <x<1000 0.05x 0.3x 0.3x 0.3x
mean profit = 0.05x(0.3) + 0.3x(0.7) - 0.1x

1000 < x < 2000 0.05x 0.3(1000) + 0.3x 0.3x

mean profit = 0.05x(0.3) + [0.3(1000) + 0.05(x-1000)](0.2) + 0.3x(0.5) - 0.1x

2000 < x <3000

0.05x

0.3(1000) +
0.05(x-1000)

0.3(2000) + 0.3x
0.05(x-2000)

mean profit = 0.05x(0.3) + [0.3(1000)+0.05(x-1000)](0.2) + [0.3(2000) + 0.05(x-2000)](0.3) + 0.3x(0.2) - 0.1x

3000 < x

0.05x

0.3(1000) +

0.05(x-1000)

0.3(2000) + 0.3(3000)+
0.05(x-2000) 0.05(x-3000)

3000]0.2 - 0.1x

mean profit = 0.05x(0.3) + [0.3(1000)+0.05(x-1000)](0.2) + [0.3(2000)+0.05(x-2000]0.3 + [0.3(3000)+0.05(x-

Profit Max. profit
0<x<1000 0.125x $ 125 at x = 1000
1000 < x < 2000 0.075 x + 50 $ 200 at x =2000
2000 < x <3000 200 $200 at x = 3000
3000 < x -0.05 x + 350

3-137  Let X denote the number of acceptable components. Then, X has a binomial distribution with p = 0.98 and

n is to be determined such that P(X >100) > 0.95.

n P(X >100)
102 0.666
103 0.848
104 0.942
105 0.981

Therefore, 105 components are needed.
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